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ABSTRACT
Machine learning (ML) has changed various problem domains by
offering insightful solutions. For example, urban planners (usually
non-experts in ML) model sequence data such as text using AutoML
systems (e.g., OrangeML, Google Cloud ML, etc.). Specifically, these
users mine unstructured text data using Twitter API to compare
peoples’ sentiment/opinion on urban spaces. However, the current
AutoML tools restrict the active participation of end-users in model
construction/adjustment. To resolve this problem, we designed an
effective technique that combines an interactive visual interface
with an AutoML model solver incorporating users’ domain knowl-
edge as feedback that adjusts the underlying models’ behavior. In
this paper, we present InMacs, an innovative visual analytics (VA)
system that allows urban planners to interactively construct senti-
ment classifiers and visualize the output of these models to compare
peoples’ sentiment across multiple geolocations. Through a case
study we discuss our on-going work with urban planners that in-
cludes design, build, and validation of our prototype. Furthermore,
we discuss the effectiveness and the generalizability of our inter-
active technique on other domains by presenting a case study that
compares business reviews from the publicly available Yelp dataset.
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1 INTRODUCTION
Machine learning (ML) has been effectively used in many real-
world data analytic problem scenarios (e.g., in marketing, finance,
healthcare, etc. [54]). To further discover ML’s real-world appli-
cation, we worked closely with urban planners to learn that they
deploy ML models to infer peoples’ sentiments using unstructured
text data. For example, using Twitter Short Text Posts (STP) [47]
as a source, urban planners seek citizen’s participation [13, 39] to
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know important nuances about places they frequently visit or live
in. One of the critical tasks in their analysis process is to compare
cities with varied urban characteristics to understand their differ-
ences/similarities in relation to domain-specific characteristics such
as, walkability, safety, liveliness, etc. [5]. For example, a Tweet may
report “I prefer walking along the river than being stuck in a car
all day .....”, highlighting peoples’ preference over spatial qualities
in urban spaces. Through repeated discussions with planners, we
further learned that they sometimes work in collaboration with
a data analyst who may have an intermediate understanding of
ML. In this process they often learn applied ML coding skillsets (in
Python or R programming environment) through tutorials or codes
available online. However, most frequently they rely on AutoML
systems to model text data satisfying their data analytic goals. For
example, they specify a pre-annotated (often hand-labeled) dataset
of Tweet corpus to an AutoML model solver (e.g., Auto-Weka, Or-
ange ML, etc. [40]) to train a sentiment classifier. Next, based on the
models’ prediction, they compare peoples’ sentiment (expressed in
the Tweet posts) from different geo-locations.

Though current AutoML tools [34, 48, 58] are useful and effective
in model construction, urban planners find them to: (1) inhibit in-
corporating their feedback as part of the models’ training input, and
(2) disallow including them as an active participant in the model
construction/refinement process. There are also systems that either
interactively construct/inspect sequence models [36] (e.g.,CNN,
RNN, LDA etc. [12]) or compare social media data [30, 31, 60–62].
However, urban planners confirmed that there are none that allows
user feedback to be integrated in an AutoML’s pipeline as they
explore and compare sequence data from different contexts (e.g.,
multiple cities, or other self-defined domain-specific categories).
For example, the current AutoML pipeline [57] needs an input
training data; based on which it generates multiple models and
automatically selects the best model for the dataset with respect to
a user-specified model performance metric (e.g., cross-validation
score, precision, residual score etc.). However, if a user sees any dis-
crepancy in the model, they cannot adjust its behavior by providing
feedback to the modeling process or see changes in the model by
interactively updating part of the input text data.

In this paper, we empower urban planners by designing an effec-
tive technique that combines an interactive visual interface with
an AutoML model solver incorporating their domain knowledge
as feedback to adjust underlying sequence models. As such, we
present InMacs, a novel visual analytics (VA) system that allows
urban planners to interactively construct sentiment classifiers and
visualize the output of these models to compare peoples’ sentiment
from multiple geolocations (e.g., two cities) or from diverse topics
of discussion. Past systems such as Matrix Wave [64] have looked at
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Figure 1: Main views of InMacs: A. Heatmap matrices. B. Topic scatterplot and bar chart view showing top keywords per
topics. C. Word-cloud showing top keywords. D. Stacked bar chart showing number of correct sentiment predictions with
time. E. Confusion matrix. F. Model overview showing sentiment classifiers constructed per iteration. G. Search bar to filter
data. H. Text view to add/remove/replace and specify text length to training data. I. Mouse over heatmap to see Text View.

comparing event sequences on clickstream datasets and presented
results as a matrix view. Similarly, Compare Cloud presented a VA
system that helped users compare two media frames as wordclouds,
grounded on text datasets [18]. While Matrix Wave serves click-
stream data, Compare Cloud allows comparison of text data and
is very close to what we are doing. Using these as inspirations, we
design our visual platform that allows: (1) comparison of sequence
data, and (2) interactive construction of sequence models, with user
interface affordances that integrate domain expertise as feedback
in the AutoML’s model selection process.

Our technique comprises of two parts: (1) the frontend that cre-
ates interactive visualizations, and (2) the backend that implements
the AutoML model solver injesting an input sequence data to con-
struct a topic-context matrix𝑀 of dimension 𝑘 by 𝑟 (values of these
can be interactively specified). Here 𝑘 represents number of topics
discussed in the text corpus, while 𝑟 represents land use types (en-
coded using each Tweet’s geolocation). These land use types are
zones in the city such asWork, Residential, Service, Transportation,
Commercial, Mixed-use etc. (can be retrieved using Tax Assessors
dataset [3]). Thus the matrix presents the key topics discussed in
the city through the lens of various land use types. Our technique
visualizes the matrix 𝑀 as a set of interactive heatmaps showing
users an overview of the data. In InMacs, the heatmaps of multiple
cities (see Figure 1-A) are visualised side by side adapting the “jux-
taposition” technique to compare data as discussed by Gleicher et
al.[25]. This helps urban planners understand how different cities
compare in relation to topics discussed across all the land uses. Fur-
thermore, users can interactively specify number of topics, change
topic-keyword associations to adjust the construction of underlying

topic models. Clicking on any cell of the matrix shows the set of
Tweets of the said topic and land use. With this interaction users
can find and remove noisy or outlier Tweets.

Further, we describe the results of our design process that is
driven by incremental feedback from domain experts which led to
multiple refinements of the tool. Finally through a case study we
discuss the application of our technique with sequence data where
urban planners model 200000 Tweets from the US Global dataset
[2] comparing multiple cities. In addition we also present a use case
with Yelp business review dataset [4], showing how InMacs can help
a business strategist compare user reviews of various businesses
(e.g, salons, cafes, bars, etc.) across different geolocations. This
validates that our technique is effectively generalizable to other
text datasets. In summary, we contribute the following:
- A visual analytic system to compare sequence data (text) using
an automatic model selection (AutoML) approach.
- Findings of an on-going design study with urban planners leading
to the development of a human in the loop based AutoML workflow.
- Two case studies that discusses the domain application and the
generalizability of the presented tool.

2 RELATEDWORK
From the literature we studied visual comparison of urban data, cur-
rent AutoML tools, and interactive ML systems, as discussed below:
Visual Comparison of Data: Visual comparison of data has been
widely used in various domains and problem cases such as com-
parison of website traffic flows, comparing the structure of protein
sequences [29], comparing text data [30, 31, 60], etc. For example,
MatrixWave facilitates visual comparison of event sequence traffic
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patterns and allows users to interactively explore paths through
websites [64]. SocialBrands is a VA tool designed to make sense
of public perceptions on social media data and compare multi-
dimensional brand personality of various brands using interactive
visualizations [42]. There are also work that comparesMLmodels to
understand tradeoffs in model selection [19, 61, 62]. Law et al. [38]
presented a taxonomy of pairwise comparison, based on which they
presented Duo, a system that allows comparison of two sub-group
of data items in a tabular dataset. Similarly, MS Excel also allows
pivoting tables to compare sub-group of data. To understand visual
comparison of data further, we studied the work by Gleicher et al.
[25]. They discussed various visual comparison techniques such as
juxtaposition, superposition, explicit encoding, etc. Other authors
have used animation to visually compare information [9]. Inspired
by these and other similar work [14, 27, 45] we used the juxtapo-
sition technique to facilitate interactive comparison of urban data
across multiple geolocation.
AutoML systems and pipelines: Recent years have seen a spur
in the development of automated machine learning tools also called
AutoML systems. These tools such as AutoWeka [35, 58], SigOpt
[48], HyperOpt [10, 34], and many others [23, 40] seek to automate
the process of model construction/selection enabling non-experts
in ML to incorporate MLmethods in their data analytic applications.
For example, typically model construction requires specification of
a problem case, input of training and test data, selection of a learn-
ing algorithm and associated hyperparameters. Next users need
to find a ML library (e.g., Scikit Learn [51]) to construct/validate
models. While AutoML automates this tediuous process, they fail
to include user feedback into the modeling pipeline thus limiting
the possibility of customization of model outputs that may better
adhere to users’ personal goals.

Holzinger et al. elicited that AutoML methods tend to be very
useful in cases when there is easily available large static training
data [28]. While that is true, in many cases the input data is noisy,
contains error, or may need human intervention to validate them.
For such cases, a new class of VA systems are being developed that
looks at coupling a human with an AutoML model solver [1, 24, 57].
Snowcat facilitates inclusion of a human with an AutoML system
[15] to perform a diverse set of ML tasks. Inspired by these systems,
we seek to empower domain experts to adjust models by interac-
tively cleaning/pre-processing the input training data such that
AutoML model solvers may choose better performing models that
more closely supports their goal.
Interactive model construction: While AutoML [11, 20] serves
to readily solve the need to create models at the click of a button,
interactive model construction incorporates human in the loop
based dialogue between the user and the machine facilitating the
possibility to externalize users domain knowledge into the mod-
els training process [21, 22]. This human-centered ML approach
is further discussed by many researchers that see merit in includ-
ing people in ML processes to account for human intent [6–8, 56].
Sacha et al. further discussed the application of VA systems as
an interactive visual interface between automated algorithms and
humans for effective data analysis [56]. This approach has previ-
ously been successfully applied to solve various ML tasks, including
clustering, dimensionality reduction, regression, classification, etc.
[16, 17, 19, 59]. Along the same lines, we seek to solve interactive

modeling of sequence data to classify sentiments using human in
the loop of current AutoML pipelines.
Visualizations and modeling in urban planning: Urban plan-
ners use large scale social media data [41, 43, 55] to get access to
citizens’ opinion [13, 39, 46] on topics related to their domain. Next
they deploy various ML modeling techniques (e.g., topic models)
and visualizations to make sense of the data [33]. For example,
Zhang et al. discussed engaging citizens and other stakeholders
in discussion related to spatial planning. In doing so, they demon-
strated the application of a web-based toolkit applying hierarchical
topic modeling [63]. Other approaches of topic modeling in urban
planning using social media data can be seen here [26, 44]. Further-
more, the sentiment classification task has proven to be pivotal for
urban planners to understand peoples’ sentiment [33, 41, 53, 55].
For example, Paul et al. prototyped Compass, a deep learning based
technique of spatio-temporal sentiment analysis from large-scale
social media data, on the topic of US Election in 2016 [50]. While
these works have been effective for urban planners, there are none
in the literature that helps urban planners compare sequence data
by using interactive visualizations. Based on our discussion with ur-
ban planners, we report that there are lack of visual interfaces that
enable interactive construction of sentiment classifiers to compare
social media data across multiple geolocations.

Figure 2: Types of user feedback to guide AutoML in InMacs.

3 DESIGN GUIDELINES AND TASKS
With repeated conversations with the urban planners, we framed
the following set of tasks to design InMacs:
T1: Build topic models and analyse most frequently discussed top-
ics in the text corpus. Find urban planning related topics from the
set of retrieved topics.
T2: Interactively train sentiment classifiers to analyse sentiments
and peoples’ opinion across various urban planning related Tweets.
T3: Inspect broader implications of model output (topic and sen-
timent models) on input data in relation to multiple geolocations.
T4: Incrementally pre-process/clean training data to adjust the un-
derlying models to suit their domain specific expectations (Figure 2).
T5: Compare peoples’ perception on multiple geolocations with
respect to their urban characteristics through the lens of most fre-
quent urban planning related topics.
T6: Temporal analysis and comparison of text documents leading
to a holistic understanding of peoples’ sentiments and topics of
discussion across many geolocations.

Motivated by these tasks we identified a set of design goals to
address the data analytic goals of urban planners:
DG1: InMacs should allow visual comparison (with time) of urban
characteristics and domain-specific topics in the data (T1, T5, T6).
DG2: InMacs should empower users interactively construct sen-
timent classifiers, inspect sentiments across geographical locations
and compare their temporal evolution (T2, T6).
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DG3: InMacs should facilitate the interactive adjustment/refinement
of input training data to directly impact the creation of topic models
and sentiment classifiers by the AutoML model solver (T3, T4).

4 INMACS: USER INTERFACE
We present our system InMacs, that compares text data and interac-
tively constructs sequence models containing the following views:
Heatmap view: This view visualizes a set of matrices (each repre-
senting an entity such as a geolocation) of topics and categories as a
heatmap (see Figure 1-A). Users can interactively add, remove, and
search new topics (DG1). They can click on any cell of the matrix
to see the underlying text documents (e.g., Tweets) as a Text View
(see Figure 1-I). They can hover mouse to see the input data linked
with the Timeline view described below. The color of each cell may
encode either the number of text documents per cell or the average
sentiment score (normalized between 0-1 , 0: negative, 0.5: neutral,
and 1: positive) for all the text documents in the cell. We decided to
use a heatmap representation for the matrix to: (1) provide users an
overview of the data, and (2) to compare sequence data side by side.
Timeline view: This view shows a histogram representing num-
ber of text documents on a time line (x-axis as the time axis). On
the top half it visualises the data for one geolocation, while on the
bottom it visualises the data for the other facilitating side by side
comparison (DG1). Users can brush over the timeline to filter the
heatmap to inspect text documents from a certain time/date range.
If there are more than 2 entities or geolocations, then users can
select the pair of geolocations to compare with (see Figure 4-B).
Text view: This view shows a list of text documents along with
a set of other variables from the input data (e.g., number of fol-
lowers, retweet count, date, etc.). More variables can be added on
users request. The text is color encoded with its sentiment class
(e.g., green for positive and red for negative sentiment). Incorrect
predictions are shown with a red cross icon as seen in Figure 1-I,
H. Furthermore, users can can remove, add/edit, or replace part
of the text (words or n-grams) for multiple documents (DG3). In
addition they can edit/update the target variable (text sentiment).
By brushing their mouse on the text, users can specify the length
of the input text for selected data instances.
Model overview panel: This is a horizontal shelf view visualizing
the set of models (shown as thumbnails) constructed by AutoML
(per iteration) as users interact with the data (see Figure 1-F). Each
thumbnail gives a preview of the sentiment classifier showing a
stacked histogram of correct/incorrect text documents on a time
axis. The thumbnails can be clicked to see the details of the topic
and sentiment classification model. The set of all topics are shown
as a scatterplot, size of the circles encoding weights of the topics. A
horizontal bar-chart shows the weights of the associated keywords
per topic (see Figure 1-B). This view also contains the Auto-Model
button that triggers the AutoML model solver to find an optimal
topic and sentiment classification model (DG2). The sentiment
classifier’s output is visualized as a confusion matrix showing the
training and test set’s prediction accuracy. Each cell of the matrix is
interactive; users can hover to know model accuracy details, click
to update the heatmap view with data instances of the chosen class
label. This view also shows a stacked histogram of correct (colored
green) and incorrect (colored orange) text documents (Figure 1-D).

Figure 3: InMacs’ design showing user input to AutoML.

5 TECHNIQUE
InMacs uses Hyperopt [10] as the Auto-ML model solver to search
for an optimal topic model 𝑇 and an optimal sentiment classifier 𝐶
(see Figure 3). Users interact with InMacs to prepare the training
data 𝑈 for modeling and inspects the output of the models on both
𝑈 and 𝑉 (test data) to specify further inputs to the model creation
process. Under the hood, Hyperopt is pre-specified with a learning
algorithm (e.g., CNN-Text model [32]) and a set of hyperparameters
(e.g. learning-rate). Per iteration, Hyperopt constructs n=200models
(𝑛 can be interactively adjusted). Hyperopt is also pre-specified with
a metric score 𝑆 that is utilised to select the optimal model𝑇 and𝐶 .
Pre-processing: Each data sample in the input data corpus is a
list of words𝑊 , with data attributes such as longitude, latitude,
creation-date, etc.𝑊 (retrieved from𝑈 and 𝑉 ) is pre-processed us-
ing standard text modeling approaches that includes, tokenisation,
stemming, lemmatization, removal of stop words and special char-
acters etc. [53]. Further pre-processing is applied as users interact
and explore the data in InMacs (e.g., removal of text, specifying text
length, replacing text, etc. as seen in Figure 2).
Topic Models: 𝑇 constructs a topic-context matrix 𝑀 of dimen-
sion 𝑘 topics by 𝑟 land use types (can be interactively specified). 𝑟
is retrieved for each Tweet (𝑊 ) based on their geolocation prop-
erty. These land use types are zones in the city which may include
Work, Residential, Service, Transportation, Commercial, Mixed-use
etc. InMacs constructs 𝑀 for each geolocation and then presents
to users what key topics are discussed in relation to the land use
type (e.g., ’job related topics in office districts represented by the
Work land use). Each cell in𝑀 stores the id’s of the set of Tweets
that was geolocated in the a specific land use type and contained
text of a specific topic. Hyperopt is pre-specified to construct topic
models (built by Scikit-Learn [51]) using learning algorithms LDA
and NMF [12, 37]. Hyperopts adjusts these algorithms by tuning
their hyperparameters such as number of components, beta-loss,
max-iteration, alpha, etc. The pre-processed data𝑊 is vectorized as
𝐹 to get the frequency of tokens. Using the Tfidf-Vectorizer module
in Scikit-Learn, our technique constructs a Tfidf matrix 𝑇𝐹 , which
is an input to Hyperopt. Next, the AutoML model solver constructs
a set of sentiment classifiers 𝐶 to retrieve sentiment class labels
(e.g., positive, negative, and neutral).
Sentiment Classifiers: Our technique uses a CNN model 𝐶 for
sentence classification as described by Kim et al. [32]. To tune 𝐶 ,
Hyperopt varies a set of pre-specified hyperparameters such as
learning-rate, number of convolution layers, drop-out-rate etc. We
used the Torch-Text Python module to represent the data as a tensor
of indices based on a vocabulary. Furthermore, to represent each
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input text data as a 𝑙 x 𝑑 matrix we used word embeddings from
the Globe word embedding library [52] (𝑙 is length of a sentence, 𝑑
is the word embedding dimension). Our technique constructs the
sentiment classifiers using the Pytorch module [49] for Python 3.6.
User Feedback: Users can adjust𝑊 from the training data𝑈 with
𝑚 data samples as they continue analysis in InMacs. For example,
they may inspect the data to find 𝑞 outlier or noisy data samples,
thus updating𝑈 = 𝑈𝑚 −𝑈𝑞 . Furthermore, they may trim the length
of the input text to 𝑙 (max. number of tokens) for a subset of data
instances 𝑈𝑠 = 𝑢1, 𝑢2, ..𝑢𝑠 , (𝑈𝑠 ⊆ 𝑈 ). To reduce ambuiguity in the
models’ reasoning on mis-leading input text tokens, users can also
replace, delete, add words or n-grams to a subset of the training
set 𝑈𝑝 , where 𝑈𝑝 ⊆ 𝑈 . Furthermore, they can update, or correct
ground truth labels𝐺 of the input training data𝑈 . These operations
(see Figure 2) directly adjusts the underlying models’ learning as
it injests users domain knowledge in the training data.

6 CASE STUDY 1: US TWITTER DATA
Consider Trace is an urban planner who intends to use a text corpus
of two hundred thousand Tweets [2] to mine and compare peoples’
sentiment between New York City and Atlanta , USA. The data con-
tains columns such as created-at, tweet-text, followers, retweet-count,
longitude, latitude, etc. For each Tweet, given a pair of longitude
and latitude, a land use is queried from the Tax assessor’s dataset
[3]. This adds a new column to the dataset representing the respec-
tive land use of the city such as commercial, residential, mixed-use,
institutional for a given Tweet location. The data is annotated with
sentiment class labels: Positive, Negative, and Neutral. They split the
data into a training set of one hundred fifty thousand samples and
the rest as test samples to construct sequence models. Trace loads
the data in InMacs to continue their analysis.

For both cities InMacs builds a topic model and shows top eight
topics. Trace sees a pair of heatmap views where every cell in
the matrix shows Tweets of a certain topic occurring in a certain
land use category (see Figure 1-A). Furthermore, the color encodes
the number of Tweets per topic and land use. Next based on the
color encoding of each cell, Trace observes that most Tweets are
of the topic great and meet in the land use recreation in New York
City . In comparison they observe (for Atlanta ), most Tweets are
of topic job in the land use work. Exploring further, Trace considers
a few topics such as just, tn, to be less comprehensive. They see an
overview of the topic model showing other topics and their associ-
ated keywords in the Model Overview Panel (see Figure 1-B, C). In
the interface they discard the shown topics and trigger InMacs to
include other interesting topics by clicking the refresh button. In
response, InMacs updates the heatmaps with a set of new topics.

Next, Trace looks at the Timeline View to find the time and
month of the year with the most Tweet activity. They notice while
Atlanta shows an uniform distribution of Tweet activity through
out the year, in New York City most of the Tweets are between Apr
and Nov. Trace understands that this can be attributed to the respec-
tive weather conditions of the cities (New York City experiences
extreme cold winters). Trace inspects the topics, job, and work to
compare their land uses and the discussed keywords across the two
cities. They find in New York City Tweets with work related topic
are mostly discussed in the land use recreation, while in Atlanta job

related Tweets are found in work land use (see Figure 1-A). Con-
tent with the analysis and insights gained so far, Trace proceeds to
construct sentiment classifiers using the Auto Model button. They
inspect the confusion matrix (see Figure 1-E) that shows the sen-
timents Positive, Negative, and Neutral and the prediction accuracy
of 62% on test data. They also see that the heatmaps are now color
encoded by the average sentiment score of Tweets per cell.

Trace then hovers overs the cell representing the topic beer in
the land use service (see Figure 1-I). They inspect the word-cloud vi-
sualization (see Figure 1-C) to find keywords discussed in this topic
and then the Timeline View to infer that most beer related Tweets
were observed between the month July-Sep. Based on the red cross
icon, they observe that the ground truth sentiment label for many
Tweets are incorrect; which they immediately correct from the Text
View (see Figure 1-H). Next Trace spot checks few other Tweets
for both cities and triggers AutoML to construct a new sentiment
classifier. They open the Model Overview Panel to see that the pre-
diction accuracy on the test set increased to 83.34%. Trace also views
the histogram view (see Figure 1-D) showing number of correctly
predicted Tweets (by time) to find time ranges where incorrect pre-
dictions were mostly recorded. They click on these histogram bins
to find that these Tweets contain the topic job with many keywords
that are advertisement related. To filter such Tweets, Trace searches
the keyword “Job Posting” on the search bar (see Figure 1-G). They
discard these Tweets from the training set. Finally they trigger Au-
toML to build a new topic model and a new sentiment classifier
(see Figure 1-F). They are pleased to see the prediction accuracy on
test set jumped to 92.3%. Furthermore, from the Model Overview
thumbnails they see the histogram charts (see Figure 1-F) to inspect
the incremental progress they have made in improving the senti-
ment classifiers’ accuracy over time. Content with the model traiing,
Trace exports the data and the models for further analysis on the
distinction between the urban characteristics of the two cities.

7 CASE STUDY 2: YELP REVIEWS
Yelp business review data [4] contains two hundred thirty thousand
user reviews of various businesses (e.g., salons, cafes, hotels, etc.)
on Yelp in the state of Arizona, USA. Using this data Shana, a busi-
ness strategist seeks to compare peoples’ sentiments on various
businesses from Phoenix, Scottsdale, and Tempe, in Arizona, USA.
Specifically they seek to compare: (1) peoples’ sentiment and feed-
back in relation to various business categories, and (2) topics of dis-
cussion with time across various locations. The data contains thirty
two attributes including review-text, username, longitude, review-
date, business-type, review-label(1-5) (target variable), business-city,
business-categories, review-usefulness, etc. Sentiments are annotated
positive if the review-label is above 3, negative if below 3, and neutral
if it equals 3. Shana splits the data into one fifty thousand training
samples and loads it in InMacs to continue analysis.

Shana sees heatmap matrices for each of the three cities (see
Figure 4-A), where the color on a cell reflects number of business
review of a specific category and topic. For each matrix the rows
are derived from the ‘business-categories’ attribute in the data, e.g.,
Health/Life-Activity, Arts Entertainment, Clothing, Food, Hotels,Misc,
etc. while the column represents topics derived from the text cor-
pus. They hover the mouse on the category Food for the three
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cities to find various topics associated with food. They observe that
the city “Tempe” shows a large number of similar topics related
to “Mediterranean Food”. Further they look at the Timeline View
(Figure 4-B) to find most of these reviews are posted between the
month ofMar-Jun (Figure 4-C). Comparing the three heatmaps side
by side, Shana notices that Phoenix has many negative reviews for
the business category Hotels. Most of these reviews are of the topics
“Laundry”, and “Breakfast”. To explore further, they open the Model
Overview Panel to see other topics for these reviews. They select the
topics “Cleanliness” and “Price” to be included in the heatmap ma-
trix. Next they construct a new sentiment classifier by triggering the
AutoML button (see Figure 4-F). They review the updated heatmap
matrices which are now color encoded by the average sentiment
score per cell of the user reviews. However, they find the sentiment
classifiers’ performance is relatively poor on the test set (68.32%).

Figure 4: A. Heatmap comparison of three cities. B. Time-
line view. C. Interactive brushing to filter data. D. Text view
shown on mouse over. E. Edit text to add/remove/delete. F.
Model detail view with AutoML button. G. Search bar.

Motivated to improve the performance of the classifier, Shana de-
cides to spot-check few business reviews. From theModel Overview
Panel they click on the cell of the confusionmatrix that has the most
number of incorrect predictions. All the views update to visually
represent these data samples. From the topic-keyword scatterplot
and the keyword bar chart view (Figure 1-B) they find that most of
the poor predictions were because of the keywords “stopped”, “bad”,
and “smell”. Next using the search bar (Figure 4-G), they specifically
search for reviews with these keywords. From the Text View (Fig-
ure 4-D) they remove the negative keywords from these and other
similar reviews that contains these words. They also notice that
most of the positive reviews used these words at the end of their
review. They specify to only use the first 100 words of such reviews
(Figure 4-E). Next Shana constructs a new sentiment classifier.

InMacs responds back with a new sentiment classifier with an
improved prediction accuracy of 83.4% on test set. Shana continues
to spot check business reviews and predict sentiment labels, to
find that most of the predictions are satisfactory. They compare
the heatmaps across three cities to find that business related to
Healthcare/Lifestyle category are booming in Scottsdale (based on
the sudden increase of positively rated user reviews). Further, based
on the “nightlife” keyword search they conclude that Phoenix is
the best location for “nightlife” related business services, many

of which received positive ratings. In addition, they find that out
of the three cities, Tempe shows sudden spike in “Food” related
reviews indicating the occurrence of festive events (e.g., feast furr
carnival) in Tempe. However, there are many negative reviews for
the business category Hotel in both Phoenix and Scottsdale, which
may be a matter of concern. Finally, Shanaexports both the data
and the model to continue their analysis.

8 DISCUSSION AND LIMITATION
Model hyperparameterizations: Through our design studywith
urban planners, we noticed often the problem and the questions
they seek to solve, are ill-defined and not known apriori. This makes
the model construction process partly exploratory in nature that
leads to constructing models with varied model hyperparameter-
izations. However, we also observed that they were overwhelmed
with the numerous variants of model hyperparameterizations. This
motivated our design decision to minimize exposure of model hy-
perparameterizations and maximize interactive pre-processing of
input data to construct models that better characterizes user goals.
That being said, many visual elements in the tool encodes infor-
mation pertaining to a ML models’ performance metrics such as
confusion matrix, accuracy/precision scores, classifier’s prediction
probabilities etc. which we realized from the conversations with
the users that they are comfortable working with.
Consistency between human and machine: In a human in the
loop based approach, ensuring consistency between users expecta-
tion and the ML model output is crucial but often gets lost. While
the ML model is driven by underlying mathematical functions that
seek to map the training data accurately, there may be external
knowledge to the problem domain that is only known to the human.
This discrepancy may cause an undesirable gap in what the user
expects and what the model delivers. When such inconsistency per-
sists, the human may not trust the model or may accept that their
expected patterns do not exist in the data. In InMacs, we sought
to minimize this by allowing urban planners to externalize their
knowledge by directly updating the training data, that drives the
ML models’ logical reasoning. We strived to provide users complete
agency and control to adjust, augment, and pre-process data as an
active participant in the modeling pipeline as opposed to merely
be a data resource for any AutoML solver.

9 CONCLUSION
In this paper, we empower domain experts with limited (or no) ex-
pertise in ML to actively construct ML models in the process of data
exploration. Specifically, we work closely with urban planners to
help them to: (1) compare peoples’ sentiment and topic of discussion
across various geolocations, (2) interactively construct sentiment
classifiers with large scale social media data, and (3) assert/frame
critical domain-specific hypotheses using AutoML. We present a
novel VA system, InMacs that combines interactive visualizations
with an AutoML model solver to help urban planners construct sen-
timent classifiers and topic models on sequence data from Twitter
API. Furthermore, through another use case, we show the gener-
alizability of the system and our technique on any text-based input
(e.g, Yelp business review data). We allow users to actively adjust
models using a visual interface with an AutoML solver.
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